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## Introduction

- In this topic, we will
- Review Taylor series as seen from calculus
- Introduce a variation on the formula appropriate for this course
- Look at the error term
- Observe that the formula tells us exactly how much the error drops
- Introduce big-O notation to describe the error


## The derivative

- There are different ways of representing the derivative:

$$
\begin{gathered}
f^{\prime}(x), f^{\prime \prime}(x), f^{\prime \prime \prime}(x) \\
\dot{u}(t), \ddot{u}(t), \ddot{u}(t) \\
\frac{\mathrm{d}}{\mathrm{~d} x} f(x), \frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} f(x), \frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}} f(x)
\end{gathered}
$$

- In this course, we will use a variation of the first:

$$
f^{(1)}(x), f^{(2)}(x), f^{(3)}(x), \ldots
$$

## Taylor series

- Given a function where the second derivative is continuous, we know that

$$
\begin{array}{r}
f(x) \approx f\left(x_{0}\right)+f^{(1)}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2} f^{(2)}\left(\xi_{0}\right)\left(x-x_{0}\right)^{2} \\
x_{0} \leq \xi_{0} \leq x
\end{array}
$$


$\xi$ is pronounced $k$-sigh or $k$-see

## Taylor series

- A quick aid-memoire for $x-x_{0}$ versus $x_{0}-x$ :

$$
f(x)=f\left(x_{0}\right)+f^{(1)}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2} f^{(2)}\left(\xi_{0}\right)\left(x-x_{0}\right)^{2}
$$



## Taylor series

- Mathematicians are generally interested in general solutions:
- This equation is true for all values of $x$

$$
f(x)=f\left(x_{0}\right)+f^{(1)}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2} f^{(2)}\left(\xi_{0}\right)\left(x-x_{0}\right)^{2}
$$

- Engineers, however, are generally only interested in points close to the known value $x$
- Thus, instead of having two different values of $x$ and $x_{0}$, we will focus on a point $x$ and approximate the value at $x+h$


## Taylor series

- Thus, our approach will be as follows:

$$
f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}(\xi) h^{2}
$$

$$
x \leq \xi \leq x+h
$$



## Taylor series

- Thus, we have
- The exact value
- The approximation
- The error

$$
f(x+h)=f(x)+f^{(1)}(x) h-\frac{1}{2} f^{(2)}(\xi) h^{2}
$$

## Taylor series

- Note that the Taylor series is not useful if the function is not sufficiently differentiable:
- Flipping a switch in an electrical circuit
- An object in motion striking another $f(x+h)$



## Taylor series

- Taylor series will generally be used to estimate the error of other techniques we will use
- The error will be in terms of the absolute error, not relative

$$
\frac{1}{2}\left|f^{(2)}(\xi)\right||h|^{2}
$$

- When we begin find approximations to solutions to initialvalue problems,

Taylor series will be the basis of our formulas

## Taylor series

- On occasion, we will use higher order Taylor series
$f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}(x) h^{2}+\frac{1}{3!} f^{(3)}(\xi) h^{3}$
$f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}(x) h^{2}+\frac{1}{3!} f^{(3)}(x) h^{3}+\frac{1}{4!} f^{(4)}(\xi) h^{4}$
- The unknown for the error term will always be the Greek equivalent of the variable we are dealing with

$$
\begin{gathered}
x \text { and } \xi \\
t \text { and } \tau
\end{gathered}
$$

$\tau$ is pronounced tau, rhyming with cow

- To keep life simple, we will use
- $f$ for functions of $x$
$-y$ for functions of $t$


## Big Oh

- You will recall that the error was

$$
f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}(\xi) h^{2}
$$

- Assuming that the second derivative is approximately constant, the only way to make the error smaller is to reduce $h$
- Thus, if we divide $h$ by two, the error should go down by a factor of approximately four
- Also, if we multiply $h$ by two, the error should go up by a factor of approximately four

Big Oh

- Suppose we want to approximate $\sin (2+h)$

\[

\]

## Big Oh

- Consequently, we will describe the error of a first-order Taylor series approximation as $\mathrm{O}\left(h^{2}\right)$

$$
f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}(\xi) h^{2}
$$

- Throughout this course, we will find different algorithms to approximate solutions to numerical problems
- In many cases, there will be a parameter $h$ that we can adjust, and the error will depend on that parameter
- We will see algorithms that are $\mathrm{O}(h), \mathrm{O}\left(h^{2}\right), \mathrm{O}\left(h^{5}\right)$, etc.


## Summary

- Following this topic, you now
- Are aware of Taylor series with respect to $f(x+h)$
- Understand the part that Taylor series will play in this course
- Know that the Taylor formula gives the absolute error
- If the appropriate derivative is continuous, we have a good estimate as to what the error is
- We have also seen that the $1^{\text {st. order Taylor series }}$ approximation is what we will describe as $\mathrm{O}\left(h^{2}\right)$
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